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          The National Police Agency presented the Police Future Vision 2050, signaling future security changes. Above all, The robotpolice stands out among the Police Paradigm 4.0.promotion tasks. Robots, along with various AI technologies, are the main players of next-generation industrial change. The activities of robotpolice in law enforcement and security have great paradigm potential for the safety and welfare of both citizens and police. However, concerns about Responsible AI are deepening in the balance of power between ethics and profitability amid technological competition hegemony. Decision-making relying on algorithms of armed robots with built-in AI is prone to unfairness and vulnerability to prejudice in terms of coercion and risk. The paper examines the legal status and ethics of robots, discusses unsupervised machine learning, Blackboxes of hidden or ignored algorithms, and Digital redlining, as well as the ethical regulations and framework of responsible AI, along with biased data cases from the Ministry of Justice COMPAS in U.S.A. The success of robotpolice for democratic policing is linked to the establishment of an ethical framework. Based on standards and regulations, the government and society are obliged to dispel concerns about robotpolice in public security by spreading civic participation and trust in science and technology through law promotion and awareness improvement throughout society.
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